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Abstract—This correspondence points out that an algorithm proposed as a new digitizing method is, in fact, an extension of the linear interpolation design. Unlike previously published extensions, which incorporate the interpolation step into the s- to z-domain mapping step, this algorithm cascades the interpolator and the analog filter. Original design formulas derived for a rigorous comparison support the assertion that the above algorithm yields less accurate results than the other interpolation designs.
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I. INTRODUCTION

A state-space algorithm, called “weighted sample” is presented in [1] as a new digitizing method. This algorithm implements a multiple-segment interpolator in a cascade defined in [1, Fig. 2], which is reproduced in Fig. 1 for convenience. Fig. 1 is a typical setup used, for example, by the step-invariance method (where $S_C$ is a zero-order-hold element) and the linear interpolation method (where $S_C$ is a two-point linear interpolator) [2–4]. The present correspondence points out that the above algorithm is, in fact, an immediate extension of the linear interpolation method from a two-point to an $(m+1)$-point interpolator $S_C$ built with algebraic polynomials and cascaded with the analog filter $H(s)$. Next, it is shown that other digitizing options, better than the immediate extension, are available when the length $m$ of the interpolation interval exceeds one. The most appealing of these options, which were previously proposed and analyzed in [5–7], are

i. the composition of the interpolation and filtering operators into just one operator by incorporating the interpolation step into the s- to z-domain mapping step (as opposed to the sequential approach [1], which cascades the interpolator and the filter);

ii. the causal and noncausal designs with optional additional poles at $z = 0$

iii. the interpolation with trigonometric polynomials (as opposed to algebraic polynomials).

First of all, the algorithm proposed in [1] uses an algebraic polynomial interpolation to construct the output $x_C(t)$ of the $m$-segment interpolator along the current sampling period $kT \leq t \leq (k+1)T$ and applies this output sequentially to the input of the analog filter $H(s)$. Then, the output $y(\{(k+1)T\} \text{ of the designed digital filter is derived from the response of the analog filter to } x_C(t) \text{ with an initial state at } t = kT \text{ equal to the state reached by the analog filter at the end of the previous computation done on } (k-1)T \leq t \leq kT$. Therefore, the resulting transfer function $H_D(z)$ is given by the impulse-response equivalent of the cascade $\{S_C, H(s)\}$, that is, the $z$ transform of the sampled response $h_D(kT)$ of $\{S_C, H(s)\}$ to the input impulse $d(kT)$. For this reason, the “weighted sample” algorithm [1] will be referred to in the following as the causal cascaded interpolation design (CCID), where the causality ensues from the real-time type of calculation used in [1].

The above mentioned alternative options i)–iii) stem from two results of the theory of interpolation at equally spaced points [8]. Specifically, the inherent oscillations of the interpolation error are usually exacerbated along the end segments of the interpolation interval, and at the same time, the interpolation with trigonometric polynomials enjoys much better numerical properties [8]; therefore, it should be preferred to the interpolation with algebraic polynomials [5]. Accordingly, trigonometric polynomials were used in [5–7] to calculate each new value $y(\{(k+1)T\}$ from the response of the analog prototype $H(s)$ of order $n_A$ determined along an extended time segment $(k-n_A+1)T \leq t \leq (k+1)T$ with a particular set of initial conditions. Specifically, along this time interval, the function $y(t)$, which is calculated at $t = (k-n_A+1)T$. . . . . . . $kT$, must take on precisely the last $n_A$ sampled values previously computed. Thus, this design, which is referred to as the extended window design (EWD), provides a natural match for the initial conditions of the analog and digital filters and incorporates the interpolation step into the s- to z-domain mapping step. Apparently, this makes the approximation $y(t)$ benefit from the increased accuracy of the central part of the $m$-segment interpolation interval that, usually, contains most of the signal energy [8]. This salient feature of the EWD is in contrast to the CCID, which uses only the right-end segment of the interpolation interval to calculate the current output of the digital equivalent. Finally, the problem created by the inaccurate end segments was addressed in [5–7] by the use of noncausal interpolators, which discard the end segments in the final stage of the design.

The main contribution of the present correspondence is a rigorous performance analysis of the existent digitizing methods based on interpolation with algebraic polynomials applied to causal, as well as noncausal, digital filter design. To this end, the paper addresses the fact that the CCID considered only causal algebraic interpolators, whereas the EWD has been presented in [5–7] under a very general and numerically stable algorithmic form that is more suitable for trigonometric interpolators. Thus, based on a unified approach, original closed-form design expressions that are suitable for the frequency domain analysis are derived below. As these expressions encompass both the causal and noncausal forms of design, the generic notations CID and EWD will be used hereafter. Finally, it is worth mentioning that the entire analysis is restricted to the interpolation with algebraic polynomials in order to i) provide the same basis for the performance evaluation of the CID and EWD and ii) point out that the latter yields more accurate digital equivalents to analog filters, even if algebraic polynomials are used instead of the trigonometric polynomials.

This correspondence is organized as follows. The general closed-form expressions of the CID and EWD transfer functions designed with interpolators that use algebraic polynomials are given in Section II. The
performance analysis is done in Section III by analyzing the frequency responses of the analog filters and their digital equivalents. Concluding remarks are provided in Section IV.

II. DERIVATION OF THE CID AND EWD TRANSFER FUNCTIONS FOR INTERPOLATION WITH ALGEBRAIC POLYNOMIALS

The following design of digital filters from analog prototypes is based on Fig. 1. For convenience, the continuous-time variable $t$ will be normalized to the sampling period $T$; therefore, the sampling times will be designated by $t = kT$, where $k$ takes on integers values. The continuous-time signals $x(t)$, $x_C(t)$, and $y(t)$ will be defined as in Fig. 1, and the input and output of the designed digital filter $H_D(z)$ will be denoted by $x_D(k)$ and $y_D(k)$, respectively. The orders of the analog and digital filters will be $n_A$ and $n_D$, respectively. Moreover, the uppercase notations of functions of the variables $s$ and $z$ will, respectively, represent the Laplace and $z$-transforms of the corresponding signals denoted with lowercase letters.

A. General Time–Domain Invariant Synthesis

Given an analog filter $H(s)$, the traditional general time-domain invariant synthesis [4] generates a digital equivalent $H_D(z)$ such that equivalent inputs $x(t)$ and $x_D(k) = x(t)[t = kT]$ yield equivalent outputs $y(t)$ and $y_D(k) = y(t)[t = kT]$ along the entire time axis and under the conditions of initial rest [2, Sec. 3.5]. Thus, according to [4, Sec. 9-4], this time-domain equivalence implies the identity of the $z$-transforms $Y_D(z) \triangleq H_D(z)X_D(z)$ and $\mathcal{Z}\{Y(s)\}$. The latter expression uses the notation of [3, Sec. 2.4.1], where $\mathcal{Z}\{Y(s)\} \triangleq \left[\mathcal{L}^{-1}\left\{\mathcal{L}\{Y(s)\}\right\}\right][t = kT]$ is the $z$-transform of the samples of $y(t)$. With this notation, the above identity gives the designed transfer function

$$H_D(z) = \frac{1}{X_D(z)} \mathcal{Z}\{Y(s)\}. \quad (1)$$

The crux of the design is the selection of the test signal $x(t)$ together with the method for calculating the corresponding response $y(t)$ of the analog prototype $H(s)$. Particular selections may produce the traditional impulse- and step-invariance methods, the linear interpolation method, or the two possible extensions of the latter—the CID and EWD—as shown below. At the same time, in order to satisfy the conditions of initial rest, the test signal applied to the interpolator $S_C$ and the digital filter must be zero prior to some initial time $t_0$. Finally, the interpolation setup in Fig. 1 implies the identity $x_C(t) = x(t)$ for $t \geq t_0$. Therefore, in the context of time-invariant synthesis, the class of admissible test signals $x(t)$ corresponding to an $(m+1)$-point interpolation will be the set of polynomials—a trigonometric whose zeros are $m$ adjacent integers up to and including $t = t_0$. Restricting this correspondence to algebraic polynomials, all the admissible test signals that satisfy the above requirements will be proportional to time-shifted variants of the generic polynomial

$$g(t) = \frac{1}{m!} t(t-1)(t-3)\ldots(t-m+1) \quad (2)$$

whose polynomial form leads to simple Laplace and $z$-transforms. For example

$$G(s) \triangleq \mathcal{L}\{g(t)u(t)\} = \frac{P_m(s)}{m!s^{m+1}}$$

$$G_D(z) \triangleq \mathcal{Z}\{g(t)u(t)\}[t = kT] = \frac{z}{(z-1)^{m+1}} \quad (3)$$

where $u(t)$ is the unit step, and $P_m(s)$ is a polynomial in $s$ given by a straightforward calculation.

Fig. 2. Definition of the CID and EWD in terms of the test signals for a noncausal interpolation with $m = 7, d = 2, n_A = 3$ (the causal design is done with $d = 0$). (a) Current CID output $y(1)$ is computed from the zero-state response of the analog filter to the segment $x(t), 0 \leq t \leq 1$ of the $(m+1)$-point interpolation. (b) Current EWD output $y[n_A]$ is computed from the response of the analog filter to the segment $x(t), 0 \leq t \leq n_A$ with the auxiliary conditions $y(0) = y(1) = \cdots = y[n_A - 1] = 0$.

B. Definition of the CID and EWD Methods

Fig. 2(a) and (b) has the dual purpose of presenting the CID and EWD first and then defining the admissible test signals $x(t)$ necessary for the time-domain invariant synthesis based on the setup in Fig. 1.

In this section, Fig. 2 is used to present the CID and EWD recursive generation of the output; therefore, $t_0$ is the sampling time of the previously computed output, whereas $(t_0 + 1)$ is the current time. As the CID and EWD are variants of just one method—the interpolation design—they compute the next output sample in the same manner but with different initial conditions. Specifically, they compute the next output sample as the value at $t = t_0 + 1$ of the response of the analog filter $H(s)$ to the same signal $x_C(t)$ built by $S_C$ from the last $(m+1)$ input samples on a time interval ending with $t = t_0 + d + 1$, that is, $d$ sampling periods after the current time. Obviously, $d = 0$ corresponds to a causal design, whereas any positive integer $d$ produces a digital filter whose causal implementation requires an additional output delay $d$. The conceptual difference between the CID and EWD stems from the way the initial conditions of the analog filter are defined. Thus, the CID takes the initial state of the filter $H(s)$ at $t_0$ equal to the final state during the calculation performed along the previous sampling period $t_0 - 1 \leq t \leq t_0$. Hence, only one segment of the interpolation interval is used (i.e., $t_0 \leq t \leq t_0 + 1$). By contrast, the EWD calculates each new value $y(t_0 + 1)$ from the response of the filter $H(s)$ determined along an extended time segment $t_0 - n_A + 1 \leq t \leq t_0 + 1$, whereas the function $y(t)$ takes on precisely the last $n_A$ output values calculated at $t = t_0 - n_A + 1, \ldots, t_0 - 1, t_0$. The numerous options offered by the multiple-segment interpolation design are illustrated in Table I with reference to Fig. 3. At the same time, the main EWD features will be analyzed in Section III, together with the drawbacks of the CID, which are direct consequences of the single-segment sequential approach.

The following derivations of the CID and EWD transfer functions are based on the admissible test signals $x(t)$ that are necessary for the time-domain invariant synthesis applied to the setup in Fig. 1. To this end, according to Section II-A above, $t_0$ in Fig. 2 is viewed now as the time instant when the conditions of initial rest are applied. Apparently,
In the spirit of the general time-invariant synthesis, the CID transfer function $H_{\text{CID}}(z)$ is obtained by expressing (1) in terms of the signals $x(t)$ and $y(t)$ defined in Fig. 2(a). Accordingly, (1)–(3) yield the following expressions: $x(t) = g(t + m - d - 1)u(t)$, $Y(s) = X(s)H(s)$, and

$$X(s) = \frac{P(s, m, d)}{m!s^{m+d}}, \quad X_D(z) = \frac{z^{m-d}}{(z-1)^{m+1}}, \quad H_D(z) = H_{\text{CID}}(z) = \frac{(z-1)^{m+1}}{z^{m-d}} \geq \left\{ \frac{P(s, m, d)H(s)}{m!s^{m+1}} \right\}. \quad (4)$$

Moreover, the polynomial form of $x(t)$ makes the calculation of $X(s)$ straightforward, thus providing the coefficients of the polynomials $P(s, m, d)$. For the causal design (i.e., $d = 0$), the following relationships hold:

$$x(t) = \frac{1}{m!} t(t+1)(t+2)\ldots(t+m-1)u(t)$$

$$P(s, m, 0) = P_{\text{CA}}(s)$$

where the polynomials $P_{\text{CA}}(s)$ have been defined in (3).

It is worth noting that the same expression (4) of $H_{\text{CID}}(z)$, which was derived here as the generalized time-domain invariant equivalent of $H(s)$ alone, can be also derived as the impulse-response invariant equivalent of the cascade $\{S_C, H(s)\}$.

Finally, the CID characterization formulated in Proposition 1 below can be proven by considering (4), together with the total cancellation of the factors $(z-1)^{(m+1)}$ in $H_{\text{CID}}(z)$.

Proposition 1: The causal implementation of the CID transfer function increases the order of the digital filter to $n_D = n_A + m - 1$, with $m$ poles at $z = 0$, and the nonzero poles $z_n = e^{\pi mT}$, where the values $s_n$, $n = 1, 2, \ldots, n_A$ are the poles of the analog prototype.

D. Derivation of the A-EWD Transfer Function (Interpolation With Algebraic Polynomials)

While the CID is restricted to the interpolation with algebraic polynomials, two EWD forms corresponding to the interpolation with algebraic and trigonometric polynomials are available. They will be referred to as the A-EWD and T-EWD methods. In view of the facts that the T-EWD method was extensively analyzed in [7] and the CID was proposed in algebraic form, this correspondence is restricted to the interpolation with algebraic polynomials in order to provide the same basis for the performance evaluation of the CID and EWD. Thus, an expression similar to (4) is derived below for the particular A-EWD transfer functions designed with causal or noncausal algebraic interpolators.

Equation (1) is to be used here again for the particular forms of $x(t)$ and $y(t)$ corresponding to Fig. 2(b). Thus, \(x(t) = g(t + m - L)u(t)\), where $L \triangleq n_A + d$. In addition, $X(s)$ and $X_D(z)$ can be easily calculated as in (4) to give

$$X(s) = \frac{Q(s, m, L)}{m!s^{m+d}}, \quad L \triangleq n_A + d, \quad X_D(z) = \frac{z^{m+1-d}}{(z-1)^{m+1}} \quad (6)$$

where $Q(s, m, L)$ are polynomials in $s$ and satisfy the following Proposition 2.

Proposition 2: If the EWD output interval $0 \leq t \leq n_A$ is centered within the input interval $-(m-L) \leq t \leq L$ as in Fig. 2(b) (i.e., always in the case of causal interpolation with $m \geq n_A$), then the following relations hold:

$$Q(s, m, L) = P(-s, m, d), \quad L \triangleq A + d = m - d$$

$$m = n_A + 2d. \quad (7)$$

Proof: For $L = m - d$, the particular form of the generic polynomial $g(t)$ defined in (2) generates the CID and EWD test signals $x_{\text{CID}}(t) = g(t + L - 1)u(t)$ and $x_{\text{EWD}}(t) = g(t + m - L)u(t) = (-1)^m g(-t + L - 1)u(t)$. Then, based on (4), (6), and $L \{t^n u(t)\} = k! / s^{k+1}$, a straightforward algebraic manipulation completes the proof}

$$X_{\text{CID}}(z) = L \{g(t + L - 1)u(t)\} = \frac{P(s, m, d)}{m!s^{m+1}}$$

$$X_{\text{EWD}}(z) = (-1)^m L \{g(-t + L - 1)u(t)\} = \frac{P(-s, m, d)}{m!s^{m+1}}$$

$$= \frac{Q(s, m, L)}{m!s^{m+1}}. \quad (8)$$

\[\Box\]
Next, let \( H(s) \) be a transfer function with the denominator \( a_0 s^n A + \cdots + a_{n_A} \) and poles \( s_n \). According to Fig. 2(b), the general time-invariant synthesis applied to the EWD imposes the initial conditions \( y(t) = 0, t = 0, 1, \ldots, n_A - 1 \). Therefore, the expression of \( Y(s) \) in (1) exhibits now a zero-state component \( Y_{\text{rs}}(s) \) as well as a zero-input component \( Y_{\text{zr}}(s) \) and can be written as \( Y(s) = Y_{\text{rs}}(s) + Y_{\text{zr}}(s) = X(s)H(s) + Y_{\text{zr}}(s) \). In fact, \( Y_{\text{rs}}(t) \) is a linear combination of the modes of \( H(s) \), and its coefficients are to be calculated as to satisfy the above initial conditions. The design formula (1) is implemented by using (6) and applying the operator \( \mathcal{Z} \) to both components of \( Y(s) \). This gives the following design equations, which are also illustrated in the Appendix:

\[
\begin{align*}
\mathcal{Z}\{X(s)H(s)\} &= \mathcal{Z}\left\{ \frac{Q(s, m, L)H(s)}{m! s^{m+1}} \right\} \\
&= \mathcal{Z}\left\{ \frac{b_0 s^n A^m + \cdots + b_{n_A} s^m}{a_0 s^n A + \cdots + a_{n_A}} \right\} \\
&= \frac{z^{b_0} s^n A^m + \cdots + \beta_{n_A} s^m}{(z - 1)^{m+1}(a_0 s^n A + \cdots + a_{n_A})} \\
&= H_D(z) = H_{\text{EWD}}(z) \\
&= \left[ 1 - \left( \frac{z}{1-z} \right)^{m+1} \right] \mathcal{Z}\{X(s)H(s)\} + \mathcal{Z}\{Y_{\text{zr}}(s)\} \\
&= \left[ 1 - \left( \frac{z}{1-z} \right)^{m+1} \right] \left[ \frac{z^{\beta_0} s^n A^m + \cdots + \beta_{n_A} s^m}{(z - 1)^{m+1}(a_0 s^n A + \cdots + a_{n_A})} \right] \\
&\quad + \left[ \frac{c_1 z A^{m+1} + \cdots + c_{n_A} A}{a_0 s^n A + \cdots + a_{n_A}} \right] \\
&= \left\{ \begin{array}{l}
\frac{z^{\beta_0} s^n A^m + \cdots + c_{n_A} A}{(z - 1)^{m+1}} \\
\frac{c_1 z A^{m+1} + \cdots + c_{n_A} A}{a_0 s^n A + \cdots + a_{n_A}} \\
\end{array} \right.
\end{align*}
\]

(9a)

In particular, for \( m = 1 = d = 0 \), either expression of \( H_C(j\omega) \) will give the well-known frequency response of the linear interpolator (see, e.g., [2, Sec. 8.2] or [4, Sec. 8.2]). Typical plots for \( 0 < \omega_j \leq \pi \) are shown in Figs. 4 and 5. In addition, by applying the relationships (7) of Proposition 2 to (10), an important result is obtained in the form of Proposition 4.

Proposition 4: If the EWD output interval \( 0 \leq t \leq n_A \) is centered within the input interval \( -(m - L) \leq t \leq L \), then \( H_{C, \text{CID}}(j\omega) = H_{C, \text{EWD}}(j\omega) \), where \( * \) denotes the conjugate. As a consequence, the magnitude responses \( |H_{C, \text{CID}}(j\omega)| \), as well as the deviations from the unity gain \( 1 - |H_{C, \text{CID}}(j\omega)| \), are identical for the CID and A-EWD interpolators when \( m = n_A + 2d \) and \( L = m - d \). Note that this always holds for causal interpolation (i.e., \( d = 0 \)), which corresponds to an A-EWD computed with \( m = L = n_A \).

The strong distortional effect of the CID, evidenced by the plots of \( H_C(j\omega) \) shown in Figs. 4 and 5, is a direct consequence of (4) and (10). Specifically, for any digital filter, \( H_D(e^{j\omega}) \) is a periodic function of \( \omega \) with period \( \omega = 2\pi \) and, when obtained with the CID, it can be expressed as

\[
H_D(e^{j\omega}) = H_C(j\omega)H(j\omega), \quad -\pi < \omega < \pi
\]

under the assumption of negligible aliasing. Equation (11) clearly shows that any interpolation device that is cascaded with the analog prototype will irreversibly distort the frequency response. This multiplicative distortion appears strictly additive in the decibel plots shown in Figs. 6–8 (except for the interval \( 0 \leq \omega_j \leq \omega \) affected by some aliasing). Indeed, the distorted magnitude response of a CID filter designed with \( m = 10 \), represented by the thin solid line in Fig. 6, is the sum of the dashed line in Fig. 6 and the thin solid line in Fig. 4, that is, \( |H_D(e^{j\omega})|_{\text{dB}} = |H(j\omega)|_{\text{dB}} + |H_C(j\omega)|_{\text{dB}} \). Likewise, in Fig. 7, the corresponding digitizing error \( E_D(\omega) = 20 \log_{10} |H(j\omega) - H_D(e^{j\omega})| \) represented by the thin solid line coincides with the dash-dotted line, which is the sum of the dashed line in Fig. 6 and the thin solid line in Fig. 5, that is, \( E_D(\omega) = |H(j\omega) - H_C(j\omega)H(j\omega)|_{\text{dB}} = |H(j\omega)|_{\text{dB}} + 1 - |H_C(j\omega)|_{\text{dB}} \).

By contrast, the EWD example of Tables A–II and A–III in the Appendix is shown in Figs. 6–8 to be dramatically more accurate and free of the distortional effect of (11), in spite of Proposition 4. For example, the large deviations of the plots in Fig. 5 in the region \( \omega \leq \omega_j \leq 2\pi \).
do not yield additive alterations in the EWD plots shown in Figs. 6 and 7. Indeed, while Proposition 4 makes both the CID and A-EWD have the same magnitude of the corresponding expression (11), the latter does not represent the frequency response of the A-EWD filter due to the additional terms containing the coefficients $c_k$ in (9). This somewhat surprising property of the EWD interpolators is due to what may be called a symbiotic composition of the interpolation and analog-filtering operators. In addition, considering the causal design (i.e., $d = 0$), it is obvious that although EWD requires $m \geq n_\lambda + d$, it suffices to choose $m = n_\lambda$ for the order of $H_D(z)$ to remain exactly $n_D = n_\lambda$ (i.e., equal to the number of imposed initial conditions). This salient feature of the above symbiosis, which is exemplified in Fig. 7 with the A-EWD digitizing error, indeed suggests a “blending” of the interpolator $S_C$ and the analog prototype $H(s)$, as opposed to the CID where the cascaded $S_C$ increases the order of $H_D(z)$ to $n_D = n_\lambda + m - 1$.

The above properties, which are typical of the CID and EWD, can be given a simple qualitative explanation by using Fig. 3 and Table I, where a large value of $m$ was chosen ($m = 10$) for the sake of a clear graphical illustration. The key to the entire discussion is the property of the interpolation at equally spaced points, which yields a relatively accurate central interval but produces large errors along the end segments [8]. Thus, the poor behavior of CID filters can be explained by the fact that the current $y(k + 1)$ is calculated from the response $y(t)$ to the highly inaccurate end segment of the interpolation (i.e., $-1 \leq t \leq 0$ in Fig. 3). At the same time, the EWD calculates each value $y(k + 1)$ from the response $y(t)$ to the entire interpolated input $x_C(t)$ on $-10 \leq t \leq 0$. Hence, most of the energy of $x_C(t)$ corresponds to the accurate central part ($-8 \leq t \leq -2$) whereas, usually, the recent values of the input have little effect on the output sample $y(k + 1)$. This reasoning also explains why noncausal EWD designs...
like 5 and 6 in Table I increase the accuracy even more dramatically than their CID counterparts (see Figs. 5 and 8). Moreover, the second design 3 of Table I, which has been done with $n_A = 8$ and $m = 10$, reduces the digitizing error by discarding the erroneous left-end interpolation segments (e.g., see the T-EWD plot in Fig. 7, with $n_A = 10$ and $m = 14$). Finally, the analysis of the better approach—the T-EWD, which is based on frequency selective interpolators [6], [7]—is beyond the scope of this paper.

IV. CONCLUSIONS

A unified approach was developed for the interpolation based design of digital filters. Original closed-form design formulas that were suitable for a rigorous frequency domain analysis, were derived for two conceptually opposed options. Specifically, (4) and (9) were derived for the CID and EWD, respectively, and were given general forms that encompass both causal and noncausal designs. Moreover, it was shown that the algorithm proposed in [1] as a new digitizing method is a cascade-type extension of the linear interpolation design, and in fact, it addresses only the causal CID. Conceptual arguments, as well as a quantitative analysis, supported the conclusion that this extension is less accurate than the other existing extensions of the linear interpolation design.

First of all, in the case of the causal design ($d = 0$), (4) yields the same result as the state-space algorithm of [1]. In particular, the design done with $m = 1$, $d = 0$, and (4) gives the transfer function obtained with the linear interpolation method [2, Sec. 8.2 and 8.4] or [3, Sec. 4.4.2]. This can be illustrated with the transfer function $F(s) = 4/(s + 4)$ used in [1] to prove that the proposed state-space algorithm was not the same as the zero-order hold method. Indeed, the transfer function $F(z) = (0.1418 + 0.1278)/(z - 0.7304)$ (i.e., [1, Eq. (45)]) obtained for the sampling period $T = \pi/40$ is precisely $H_{2A}(z)$ given by the linear interpolation method, as well as (4) above with $m = 1, d = 0$, and appropriate time-domain denormalization.

Second, the argument was made in this correspondence that the EWD, which was previously developed in [5]–[7] and briefly analyzed in Sections II and III, circumvents the drawbacks of the cascade approach. Indeed, in all the examples shown in Figs. 6–8, the A-EWD exhibits better performance, even in the case of narrowband lowpass filters (see the example in Fig. 8, which illustrates the performance of a few digital equivalents of the narrowband lowpass filter of [1, Eq. (46)]). Moreover, unlike the CID equivalents, whose orders exceed the order $n_A$ of the analog filter by $(m - 1)$, EWD designs done with $m = n_A$ preserve the order $n_A$.

Third, the analysis of Section III underlined the importance of the noncausal design. Indeed, it is usually enough to choose $d = 1$, or $d = 2$, to dramatically reduce the digitizing error. The inherent additional $d$-step delay (which is necessary for the real-time implementations of the resulting filters) is fully acceptable in most applications, with the possible exception of those cases when the digital filters are placed in feedback loops.

Finally, while the main focus was on the A-EWD in order to provide the same basis for the comparison with the CID, it is worth mentioning that the advantages of frequency-selective interpolators [6], [7], which are typical of the T-EWD, make the T-EWD the method of choice. Nevertheless, the A-EWD is a convenient alternative for the design of causal low-order lowpass filters in environments characterized by significant aliasing.

APPENDIX

NUMERICAL EXAMPLES

The implementation of the A-EWD equations (9) is illustrated here for the transfer function used in Fig. 8, $H(s) = (20s + 2)/[(s + 1)(s^2 + 2s + 2)]$, where the A-EWD filter of order $n_A = 5$ and the A-EWD filter of order $n_A = 3$ designed with $L = 3$ and $d = 0$. The denormalization of the design equations required by the actual sampling period $T = \pi/40$ can be incorporated into the polynomials $P(s, m, d)$ and $Q(s, m, L)$ of (4), (6), and (9), which, consistently with (7), become $Q(s, 3, 3) = P(-s, 3, 0) = (2T^2 s^2 - 6Ts + 6)/T^3$. The first step of the EWD design generates the coefficients $\beta_0, \ldots, \beta_6$ and $\alpha_0, \ldots, \alpha_3$ of the intermediate transfer function $Z = [X(s)H(s)]$ in (9), that is, the $z$-transform of the inverse Laplace transform of $Q(s, m, L) H(s)/(m! z^{m+1})$. The coefficients are shown in Table II. The recursive equations that give the coefficients $c_k$ of (9) are $c_1 = -\beta_0, c_2 = -\beta_1 + 4c_1, c_3 = -\beta_2 + 4c_2 - 6c_1$. According to Section II-D, these equations calculate the coefficients $c_k$ such that the $n_A$ leading terms of the numerator of $H_{\text{EWD}}(z)$ in (9) are canceled, thus satisfying the EWD initial conditions. It can be proven that the relation $\beta_0 = 0$ always holds; therefore, the coefficients $c_k$ become $c_1 = 0, c_2 = -0.0025520215$, and $c_3 = 0.0027496765$. Moreover, there will be total cancellation of the factors $(z - 1)^{m+1}$ in (9), and $z^{m+1-L} = z$ since the minimum-order causal A-EWD
implies $L = m = 3$. Thus, the transfer function of the digital filter will have the numerator and the denominator of same degree and the pole-zero form. The digital equivalent of this filter, which is represented in Table IV in Section 3.2, is considered. The numerator is 1, and the denominator is given in factored form in Section 3.2.

Next, the transfer function of the analog Butterworth filter of order 10 used in the examples shown in Figs. 6 and 7 is considered. The numerator is 1, and the denominator is given in factored form in Table III. The design equations (9) yield a minimum-order A-EWD digital equivalent of this filter, which is represented in Table IV.

### Table III

<table>
<thead>
<tr>
<th>Factors of the Denominator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^2$</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>1.</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Zeros of the A-EWD Filter</th>
<th>Poles of the A-EWD Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Part</td>
<td>Imaginary Part</td>
</tr>
<tr>
<td>-6.73605469</td>
<td></td>
</tr>
<tr>
<td>-1.63016176</td>
<td></td>
</tr>
<tr>
<td>-0.58451114</td>
<td></td>
</tr>
<tr>
<td>-0.20554507</td>
<td></td>
</tr>
<tr>
<td>-0.44924098</td>
<td></td>
</tr>
<tr>
<td>-0.063152673</td>
<td></td>
</tr>
</tbody>
</table>
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**Reply to Comments on “Further Improvements in Digitizing Continuous-Time Filters”**

Alan M. Schneider and Chunxi Wan

Dr. Braileanu compares his A-EWD design technique with our WS technique (which he calls CID) and cites the relative errors of the two techniques as a function of frequency. The error plot he presents in his Fig. 8, which we have redrawn as Fig. 1, illustrates that the two techniques exhibit similar small errors in the filter passband but differ in the filter stopband. The magnitude of the errors for both techniques is on the order of $10^{-2}$ to $10^{-7}$. In many practical applications, the energy content in the stopband of a system contributes an insignificant level to the time signal passing through the filter. Small errors in insignificant contributions represent third- and fourth-order effects and are of little practical importance. In reality, analog filters built with real components have a tolerance on the order of one part in 100, and the spectral errors resulting from component tolerance spread far outweigh the simulation differences reported by Dr. Braileanu. Further, comparing the size of low-level errors in the frequency-domain description of the different filter design methods begs the real question: What effect do the errors cause in the fidelity of the time-domain signals? In reality, the time-domain response of different filter implementations is remarkably tolerant of small changes in the filter’s frequency response. This tolerance is the result of the temporal averaging inherent in the convolution process.

Fig. 1 is a replot of two curves of Dr. Braileanu’s Fig. 8: the CID and the A-EWD with $d = 0$ curve (our WS design) and the A-EWD with $d = 3$ curve. The only change is the use of the logarithmic scale for frequency for the purpose of placing the passband into broader perspective. The bandwidth of the prototype analog filter for this plot is 5 rad/s. The sampling rate is 80 rad/s, which is 16 times the bandwidth. This plot shows that the error of either filter in the passband ranges from $10^{-2}$ to $10^{-8}$. The error in the stopband ranges from $10^{-10}$ to $10^{-8}$.

The tenth-order Butterworth filter Dr. Braileanu uses in his comparison (Fig. 6) was designed with a small ratio of sampling frequency to bandwidth (4:1 to be precise), or to put it another way, the sampling rate is twice the Nyquist limit. In many signal processing applications, it is indeed desirable to operate close to the Nyquist limit, and this is possible because the signal is preconditioned while in its analog form prior to being sampled. The examples we cite represent signals that are oversampled (sampling rate to bandwidth) by factors of 10 to 20 since they are signals in a control system that have not been preconditioned by an analog prefilter. Again, the significant region over which the filters should be compared is the passband. The oversampled passband represents a small part of the total spectrum of the input signal; in this region, both techniques exhibit very small errors.

The realm of application of causal and noncausal filters differs. Causal filters are used in real-time applications. The fourth paragraph of IV. Conclusions agrees. It says “the additional $d$-step delay (in noncausal filters) is fully acceptable in most applications, possibly with the exception of those cases when the filter is placed in feedback...”
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